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Model of Cellular and Network Mechanisms
for Odor-Evoked Temporal Patterning
in the Locust Antennal Lobe

and one odor can evoke different patterns in simultane-
ously recorded PNs (Laurent and Davidowitz, 1994;
Wehr and Laurent, 1996; Laurent et al., 1996). These
patterns are consistent across trials.

The slow temporal structure of PN responses occurs
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independently of any temporal patterning in the olfac-Computational Neurobiology Laboratory
tory input. It rather results from the intrinsic dynamicsLa Jolla, California 92037
of interacting excitatory PNs and inhibitory local neurons2 California Institute of Technology
(LNs). Unpatterned electrical stimulation of the olfactoryBiology Division, 139-74
afferent axon tract evoked different temporal responsePasadena, California 91125
patterns in simultaneously recorded PNs (Wehr and3 Institute for Nonlinear Science
Laurent, 1999). In addition, activation of spatially differ-University of California, San Diego
ent groups of afferents with otherwise identical electricalLa Jolla, California 92093
stimuli produced different response patterns in individ-4 Department of Physics and Marine
ual PNs. The complex synaptic organization of the an-Physical Laboratory
tennal lobe network must therefore, by itself, provideScripps Institution of Oceanography
the mechanisms underlying odor-specific slow temporalUniversity of California, San Diego
patterning. In a recent theoretical study, it was shownLa Jolla, California 92093
that heteroclinic structures in the phase space of a dy-5 Department of Biology
namical system representing the antennal lobe networkUniversity of California, San Diego
can underlie patterns of PN activity that resemble thoseLa Jolla, California 92093
observed in vivo (Laurent et al., 2001). The specific
mechanisms underlying these slow temporal structures,
however, remain unknown. This issue is explored here.Summary

The dynamical properties of a network consisting of
interacting excitatory and inhibitory neurons depend, inLocust antennal lobe (AL) projection neurons (PNs)
part at least, on the dynamics of synaptic transmissionrespond to olfactory stimuli with sequences of depo-
between its elements. Previous pharmacological experi-larizing and hyperpolarizing epochs, each lasting hun-
ments with the locust antennal lobe showed that fastdreds of milliseconds. A computer simulation of an AL
inhibition mediated by LNs can be blocked by applica-network was used to test the hypothesis that slow
tion of the GABA-activated chloride channel blocker pic-inhibitory connections between local neurons (LNs)
rotoxin (MacLeod and Laurent, 1996; MacLeod et al.,and PNs are responsible for temporal patterning. Acti-
1998; Stopfer et al., 1997). Picrotoxin blocks fast IPSPs,vation of slow inhibitory receptors on PNs by the same
thereby desynchronizing PNs and thus the antennal lobeGABAergic synapses that underlie fast oscillatory syn-
output. Remarkably, however, this manipulation sparedchronization of PNs was sufficient to shape slow re-
the slow patterning of individual PN responses to odorssponse modulations. This slow stimulus- and neuron-
(MacLeod and Laurent, 1996; MacLeod et al., 1998;specific patterning of AL activity was resistant to
Stopfer et al., 1997). In particular, picrotoxin did notblockade of fast inhibition. Fast and slow inhibitory
block the slow phases of inhibition observed in PNsmechanisms at synapses between LNs and PNs can
before, between, or following bursts of odor-evoked ac-thus form dynamical PN assemblies whose elements
tivity. Pharmacological blockers of the vertebrate GABABsynchronize transiently and oscillate collectively, as
receptor did not affect this slow inhibition (K. MacLeod

observed not only in the locust AL, but also in the and G.L., unpublished data). This pharmacological anal-
vertebrate olfactory bulb. ysis, however, does not exclude the possible presence

of metabotropic GABA receptors, for insect and verte-
Introduction brate receptor/channel pharmacology can differ signifi-

cantly. Bicuculline, for example, fails to block fast and
Odor stimulation evokes complex temporal patterns of picrotoxin sensitive GABA-mediated inhibition in most
activity in the mitral cells of the vertebrate olfactory bulb insects. These experimental results simply indicate the
(Kauer, 1974; Kauer and Shepherd, 1977; Chaput and existence of slow inhibitory mechanisms, whose action
Holley, 1980; Meredith, 1986, 1992) and projection neu- may be to shape the slow evolution of antennal lobe
rons (PNs) of the insect antennal lobe (Burrows et al., dynamics. These slow mechanisms must be synaptic
1982; Christensen and Hildebrand, 1987; Laurent and because long-lasting PN inhibition can occur in the ab-
Davidowitz, 1994). These patterns, recently character- sence of any preceding spiking by the inhibited neuron
ized in locust, consist of alternating epochs of excitation (e.g., see Figure 1; Laurent et al., 1996). Thus, AHP-
(characterized by Na1 spikes), inhibition (PN activity is type mechanisms as well as reciprocal inhibition can be
reduced or subthreshold), and quiescence. Different excluded as necessary functional features.
odors can evoke different temporal patterns in one PN, Our goal here is to build on our previous model of the

antennal lobe, initially designed to investigate the fine
temporal structure of spike synchronization during ol-6Correspondence: bazhenov@salk.edu
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Figure 1. Odor-Specific Slow Temporal Patterns in Locust PNs

Simultaneous intracellular recordings from 3 PNs show odor-specific slow temporal patterns. The odor responses in each PN are shown for
two different stimuli (gray bars).
(A) PNs membrane potentials.
(B) PSTHs corresponding to the spike trains shown in (A), (12 trials).

factory stimulation (Bazhenov et al., 2001 [this issue of responses elicited by two odors in three simultaneously
recorded PNs. PN1 is initially inhibited but rapidly re-Neuron]). This model showed that fast GABAergic inputs

from LNs to PNs are sufficient to cause transient PN sumes firing throughout the response to the first odor,
whereas it fires vigorously only at the beginning of thesynchronization. Stimulus-specific shaping of LN activ-

ity depended to a large extent on lateral LN-LN inhibition. second odor. PN2 fires over two phases separated by
a silence in response to the first odor, whereas it isWe now extend this model by including strong slow

inhibition of PNs by LNs to explore the hypothesis that strongly hyperpolarized by the second odor. PN3 shows
sustained inhibition followed by rebound to the firstsuch mechanisms, with a time constant of a few hundred

milliseconds, can account for the stimulus-specific slow odor, but strong phasic-tonic excitation by the second
odor. These patterns are reliable; the same sequencestemporal patterning of PN responses. Our results lead

us to predict the existence and characteristics of slow of excitation, inhibition, and relative quiescence are evi-
dent each time each odor is presented (Figure 1B). Suchinhibitory conductances in the LNs. Because the phe-

nomena described here are observed in the vertebrate PN responses underlie a dynamic ensemble representa-
tion of odors in the antennal lobe.olfactory bulb also, our model may help us understand

general rules of early olfactory circuit dynamics, impor-
tant for odor coding. Stimulus-Evoked Responses in PN-LN

Network Model
To study the possible origin of odor-evoked slow tempo-Results
ral patterns in PN responses, we constructed a network
model consisting of 90 PNs and 30 LNs (see Figure 2A),In Vivo Recordings

Locust PNs normally fire in response to more than one as previously introduced (Bazhenov et al., 2001). In the
present study, the contribution of slow inhibitory recep-odorant, typically with distinct odor-specific slow tem-

poral patterns (Laurent et al., 1996). Figure 1 shows tors between LNs and PNs was enhanced so that activity
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Figure 2. Network Properties

(A) A simulated network model consisted of
90 PNs and 30 LNs. All interconnections were
random with probability 0.5. Forty percent of
PNs and 30% of LNs were stimulated by cur-
rent pulses. Dashed lines illustrate connec-
tions to the rest of the network.
(B) Fast GABAA IPSPs (dashed line) and the
sum of fast GABAA and slow GABA IPSPs
(solid line) are shown for three different in-
puts—different numbers of presynaptic spikes.

during normal stimulation would be sufficient to activate set of neurons when only the slow inhibitory receptors
between LNs and PNs had been blocked: the slow tem-them. The enhanced inhibition is illustrated in Figure

2B, where the IPSP in a postsynaptic PN is plotted in poral structure was eliminated from PN spike trains; PNs
all showed similar responses that did not change whenresponse to 1, 2, or 3 Ca21 spikes in a presynaptic LN

(see also Experimental Procedures). a new stimulus was applied. Thus, these results suggest
that the slow, odor-specific modulation of PN firing dur-Upon stimulus presentation, PN activity in the model

became synchronized at about 25 Hz, in agreement with ing olfactory stimulation observed in vivo (Figure 1) can
emerge from the activation of slow inhibitory receptorsexperimental data (Laurent and Davidowitz, 1994). Be-

tween stimuli, PNs displayed irregular low-frequency between LNs and PNs.
firing (not visible in Figure 3B), caused by random synap-
tic “noise” included in each model neuron (see Experi- Effect of Picrotoxin-Induced Disinhibition

in LN-PN Networkmental Procedures). The absence of synchronization
and low firing rates in PNs during this time were reflected It has been shown in locusts that application of the

GABA-activated chloride channel antagonist picrotoxinin field potentials, which became flat after a stimulus
ended (Figure 3A). (PCT) eliminates odor-evoked synchronous PN oscilla-

tions while sparing the slow temporal structure of theirThe role of slow inhibitory receptors is illustrated in
Figure 3B. It shows 4 representative PNs during re- spike trains (MacLeod and Laurent, 1996; MacLeod et

al., 1998). To examine this dissociation in our networkpeated presentations of two different stimuli. With slow
inhibition intact (Figure 3B1), each stimulus induced model, we first blocked 98% of the fast inhibition be-

tween LNs and PNs (the peak conductance for all fastcharacteristic slow temporal structures in the response
patterns of each individual PN. This structure usually inhibitory synapses was reduced by a factor of 50) while

keeping slow inhibitory receptors intact. Figure 4Aconsisted of alternating depolarizing epochs when Na1

spikes were generated, and hyperpolarizing epochs, shows activity in 4 representative PNs under intact and
disinhibited network conditions. Reducing the conduc-when only subthreshold oscillations (caused by periodic

IPSPs) were evident. Each epoch usually lasted a few tance of fast GABAergic receptors between LNs and
PNs by 98% eliminated the fast, periodic inhibitory drivehundred milliseconds. The model of slow inhibition used

in our simulations required that a few presynaptic LN to PNs, leading to their desynchronization. In the disin-
hibited network, the local field potential was almost flat,spikes arrive sequentially to reach significant receptor

activation (see Experimental Procedures). This condi- except for the first 100–200 ms of stimulation, when a
positive peak was evoked (see Figure 4C). This peaktion also determined the timescale of temporal pat-

terning—from 100 ms to 500 ms—also in agreement with reflects intense asynchronous responses in many PNs
right after stimulus onset. In some cases stimulus termi-data obtained in vivo (see Figure 1). The slow patterns

differed among PNs and were stimulus specific (Figure nation was followed by an increase in PN firing rate,
leading to a second peak in the field potential. This3B1). Figure 3B2 shows the responses of the same sub-
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Figure 3. Oscillation in Response to External Stimulation

(A) Two sequential stimuli each lasting 500 ms were delivered with 2500 ms delay to a randomly selected subset of PNs and LNs (40% and
30% of the total populations, respectively). Field potential oscillations (upper panel) and stimulus (lower panel) are shown.
(B) Effect of slow inhibition on temporal patterning. Four representative examples of PNs are shown in response to three presentations of
two different stimuli. Stimuli (500 ms duration) are marked by horizontal bars.
(B1) Stimulus-specific slow temporal structure was found in the network with intact slow inhibition.
(B2) Blocking the slow inhibitory receptors eliminated temporal patterning.

offset response was partially the result of the slow stimu- slow temporal patterns of individual PN responses re-
mained essentially intact.lus decay used in our model (see Figure 3A). When,

after stimulus offset, many LNs became hyperpolarized
below Ca21 spike generation threshold, some PNs fired Slow Inhibition and PN Response Patterning

In a network with intact fast inhibition, reducing the peakat a higher frequency, producing the depolarizing peak
in the field potential. Figure 4B shows average peristimu- conductance for slow inhibitory receptors increased the

field oscillatory power (Figure 4C). This resulted fromlus time histograms (PSTHs) for the four neurons in Fig-
ure 4A. In spite of the induced desynchronization, the the loss of the slow temporal structure of PN spike trains:
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Figure 4. Disinhibition in LN-PN Network

(A) Four representative PNs from intact (upper panels) and disinhibited (lower panels) networks. In disinhibited network, peak conductance
for GABAA synapses was reduced by a factor of 50. It was not completely eliminated because it is likely that, in physiological experiments
with PCT, a small fraction of the fast inhibitory channels remained unaffected. Slow inhibition was preserved in both models.
(B) PSTHs (four trials) for the same neurons from intact (upper panels) and disinhibited (lower panels) networks. The slow temporal structure
was remained intact after fast inhibitory receptors were blocked.
(C) The maximal conductance for slow inhibitory receptors was gradually decreased from 100% to zero in intact (left) and disinhibited (right)
networks. When both fast and slow inhibitions were blocked (right, bottom), PNs continued to fire even between stimuli. Top trace, LFP, and
second trace down, PN.

activated PNs could generate spikes at most cycles was larger than that in the intact network. Reducing
slow inhibition also eliminated the progressive hyperpo-of the network oscillation. Even though some of these

spikes were not synchronized with the ensemble re- larization of the local field potential typically observed
in vivo during the first 200–500 ms of odor presentationsponse (Bazhenov et al., 2000), the total number of

spikes contributing to the field potential at each cycle (e.g., Wehr and Laurent, 1999, figure 2a). If, in addition,
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Figure 5. Effect of Kinetic Parameters and Spatial Density of Slow Inhibitory Receptors

(A) Increase (left) or decrease (right) in decay time constant for slow inhibition significantly decrease or increase, respectively, the network
response. Insets show slow IPSPs in response to 2 presynaptic spikes before modification (dashed line) and after modification (solid line).
(B) Increase (left) or decrease (right) of the density of slow GABAergic interconnections led to relatively small changes in PN activity. In 2D
panels, y axis represents PN label (1–90).

fast inhibition was blocked, the firing rate increased and number of slow inhibitory synapses is essential to gener-
ate realistic PN spike trains in the network, but that thesynchronization disappeared (Figure 4C, right).

We next explored the role of the off time constant of absolute number of these slow synapses may not be
critical.slow inhibition. Figure 5A shows the network response

and one representative PN in the model with an in-
creased (left) or decreased (right) decay time constant. Slow Inhibition and Response Specificity

As shown experimentally, the existence of stimulus-spe-The insets in each figure illustrate the kinetics of the
modified synapses (solid lines) compared to control cific slow temporal patterns in PN spike trains contrib-

utes to an observer’s ability to discriminate among dif-ones (dashed lines) for doublets of presynaptic spikes
(see Experimental Procedures). Slow inhibition grew sig- ferent stimuli using single PN responses (MacLeod and

Laurent, 1996; Stopfer et al., 1997; Laurent et al., 1996),nificantly when the time constant was increased, reduc-
ing network activity after the first 100–150 ms of stimula- particularly if these stimuli are similar to one another.

Here we examined the role of slow inhibition in generat-tion. Decreasing the decay time constant had the
opposite effect, causing most activated PNs to fire con- ing slow temporal patterns sufficient for stimulus dis-

crimination. Figure 6A shows the responses (PSTHs) oftinuously.
Changing the probability of finding a slow inhibitory 4 PNs to two different stimuli, as in Figure 3B. When

stimulus 1 was applied, PNs 1–3 had peaks of activityconnection between each LN and PN had surprisingly
little effect on the network and each PN’s response. In right after the stimulus onset. PN4 displayed little activity

during the stimulus, except for a firing rate increaseour previous simulations, slow inhibitory synapses were
distributed with a probability of 0.5 (identical to that of 200 ms after stimulus termination. When stimulus 2 was

presented, these neurons showed different responsefast inhibitory synapses; see Experimental Procedures).
We changed this probability to 0.75 (Figure 5B, left) or patterns, as typically observed experimentally (Laurent

et al., 1996).0.25 (Figure 5B, right) while keeping the distribution of
fast inhibitory synapses unchanged. In either case, the Stimuli 1 and 2 shown in Figure 6A were arranged to

directly activate identical subsets of PNs but differentslow temporal structure of the spike trains in a majority
of PNs appeared to be unchanged (Figure 5B, compare subsets of LNs. To analyze how the “spatial” overlap

between stimuli affects the slow temporal patterns ofindividual PN responses in two-dimensional panels).
These findings indicate that the presence of a certain PNs, we changed the subsets of stimulated PNs as well:
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Figure 6. Temporal Structure of PN Activity during Different Stimuli

PSTHs for 4 representative PNs during five stimulus presentations are shown.
(A) The same two stimuli as in Figure 3B are shown—identical PNs but different LNs were stimulated.
(B) Spatially overlapping stimuli: 50% overlap between stimuli 3 and 4 and 90% overlap between stimuli 3 and 5.
(C) Total number of Ca21 spikes in all presynaptic LNs versus number of spikes in their postsynaptic PN at each cycle of population oscillations.
Different symbols indicate results for different PNs.
(D) Field potential (top) and 3 different PNs are shown in response to six different stimuli. First six cycles of network oscillations following
stimulus onset are presented.

for example, there was a 50% spatial overlap between increased, however, the slow temporal structures of PN
spike trains became more similar, making discriminationthe sets of stimulated PNs and LNs for stimuli 3 and 4

and a 90% overlap for stimuli 3 and 5 (Figure 6B). PSTHs tightly dependent on the temporal resolution used to
assess similarity between firing patterns and PSTHs.constructed from responses to stimuli 3 and 4 were

clearly different. As the spatial overlap between inputs This initial approach did not consider the fine relational
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structure of PN spikes that provides an additional di- tic LNs affects postsynaptic PNs: reducing LN output
leads to PN desynchronization caused by the reductionmension for odor discrimination (Laurent, 1996; Wehr

and Laurent, 1996; Stopfer et al., 1997; Bazhenov et al., of fast inhibition, whereas increasing LN output leads
to a greater activation of slow inhibitory receptors, caus-2001); the fine structure will be examined below.

To examine the relationship between the activity pat- ing PN hyperpolarization. The spiking and phase-locking
of PNs during odor-evoked responses thus result fromtern of a given PN and those of its presynaptic LNs, we

first identified, for each PN, all LNs presynaptic to it and a balance between fast and slow inhibition.
Figure 7A illustrates the spatiotemporal dynamics ofcounted the total number of Ca21 spikes produced by

these LNs in the time window between two nearest the entire PN population during stimulation with two
odors (stimulus 1 and 2) over T 5 10 cycles of the LFPpeaks of the field potential. Figure 6C plots the calcu-

lated PN versus LN activity. This graph indicates that oscillation. For each stimulus, the set of PNs responding
with action potentials evolved throughout the durationthere was a negative correlation (R 5 20.2) between LN

and PN firing. Greater numbers of LN spikes during of the odor presentation; while some neurons fired
throughout (e.g., stimulus 1: row 3, column 7), othersspecific epochs of a response led to stronger slow inhi-

bition, resulting in a reduction of PN firing. The slow displayed action potentials only during specific cycles
of the network oscillation (e.g., stimulus 1: row 7, columnmodulation of PN firing patterns during a response is

thus a reflection of the dynamic activation patterns of 5). In most cases, even if a neuron fired throughout the
response, the degree of synchronization between itsthe LNs presynaptic to them.
action potentials and the LFP oscillation (indicated by
color) changed over time. Stimuli 1 and 2 overlap byFine Temporal Structure of PN Firing
90%. At stimulus onset, therefore, the PN assembliesThe temporal patterns studied above occurred on a time
are very similar. Starting from the second cycle, how-scale of a few hundred milliseconds and were controlled
ever, the initial clusters of activated PNs dissolved, mak-by the activation of slow inhibitory synapses between
ing the representations of each stimulus more distinc-LNs and PNs. To examine whether the probabilities of
tive. This suggests that, as observed in the zebrafishPN firing on individual cycles of the network oscillations
(Friedrich and Laurent, 2001), antennal lobe dynamicswere also stimulus specific, we next analyzed the fine
amplify small differences between odor representationstemporal structure of PN responses. We found that, as
by progressively reducing spatial overlap over the dura-observed experimentally (Wehr and Laurent, 1996), the
tion of single stimuli.firing probabilities of PNs displayed 20 Hz oscillations

To quantify how fast and slow forms of inhibition affectphase-locked to the field potential and across different
an observer’s ability to classify different responses asneurons. Figure 6D shows the firing probabilities of 3
caused by specific stimuli, we used a clustering algo-representative PNs for six different stimuli. These, but
rithm (MacLeod et al., 1998; see also Experimental Pro-not all, PNs fired reliably at the first cycle of the network
cedures) to compare responses in intact and disinhib-response; the firing probability of each PN then changed
ited networks. The misclassification rate was calculatedover the course of the response in a stimulus-specific
using single-neuron responses (i.e., discarding correla-manner. Similar to data recorded in vivo (Wehr and
tion between PNs and LNs) and for stimuli that over-Laurent, 1996), model PNs fired with a high probability
lapped by 50% and 90% (i.e., 50% and 90% overlapduring specific cycles but never during other cycles. For
between initially activated LN and PN subsets). Fourexample, PN1 fired synchronously with the field poten-
conditions were compared: (1) intact network; (2) fasttial during cycle 3 in response to stimuli 1, 2, 3, and 6
inhibition blocked by 98% (gblock 5 gGABAA

/50); (3) slowbut always skipped this cycle in response to stimulus
inhibition eliminated; (4) fast and slow inhibition both5. PN3 fired at every cycle in synchrony with the field
reduced by factors of 50 and 8, respectively (blockingpotential during stimulus 2 but missed some cycles dur-
both fast and slow inhibition completely caused the net-ing stimuli 4 and 5. Slow temporal patterning was also
work to be overexcited, as shown in Figure 4C). Figureevident: PN1 fired during every cycle in response to
7B shows that eliminating fast GABAergic inhibition didstimuli 3 and 4; when stimulus 1, 5, or 6 were presented,
not affect an observer’s ability to discriminate betweenhowever, the activity of this neuron was significantly
stimuli using single PN spike trains, as observed in ex-reduced, starting from the third cycle. PN2 fired during
periments with picrotoxin application (MacLeod et al.,every cycle for stimuli 2 and 3, but its activity was much
1998). Surprisingly, blocking slow inhibition alone alsoreduced during cycles 4–6 of stimuli 1 and 5. Note also
did not reduce discriminability. However, when both fastthat, in some cases, a PN fired spikes that were not
and slow inhibitions were reduced, the misclassificationsynchronized with the field potential. For example, PN1
rate increased significantly. This result suggests thatfired during every cycle in response to stimuli 4 and 6;
both fast and slow inhibition can individually contributehowever, starting from cycle 3, spike timing relative to
to a high level of discriminability. The potential role ofthe field potential maxima varied from one trial to an-
the slow temporal structure for stimulus classificationother. This shows that, although this PN did not skip
becomes clear after the fast inhibition has been blockedcycles, its contribution to the ensemble response was
and vice versa.reliable only during specific cycles.

We showed previously that PN desynchronization re-
sults from the reduction of fast inhibitory input from Discussion
presynaptic LNs (MacLeod and Laurent, 1996; MacLeod
et al., 1998; Bazhenov et al., 2001). Thus, both increases Application of the GABA-activated chloride channel an-

tagonist picrotoxin to the antennal lobe of the locustand decreases of activity in the population of presynap-
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Figure 7. Temporal Structure of PN Responses and Stimulus Discrimination

(A) Spatiotemporal dynamics of the PNs during two different stimulus presentations (90% spatial overlap between stimuli). Each plot (9 3 10)
corresponds to one cycle of the field potential oscillation (10 cycles are shown for each stimulus). Light color shows the presence of an action
potential and characterizes its phase relative to the nearest peak of the field potential (red corresponds to precise synchronization—zero
phase shift, light blue indicates a spike occurring precisely between two peaks of the field potential—6p phase shift). Dark blue color indicates
silent cells.
(B) Misclassification rate calculated for all PNs using cluster algorithm (t 5 200 ms). Intact network (green); maximal conductance for GABAA

synapses reduced by factor of 50 (blue); slow inhibitory receptors blocked (yellow); maximal conductance for GABAA synapses reduced by
factor of 50 and maximal conductance for slow inhibitory receptors reduced by factor of 8 (red). Stimuli with different degrees of spatial
overlap (50% and 90%) are shown. Misclassification rate of 0.5 indicates a complete loss of discriminability.
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eliminates odor-elicited PN synchronization and, hence, on the stimulus and on synaptic interconnections within
the antennal lobe; changes in the balance between ex-20–30 Hz field potential oscillations (MacLeod and
citatory and inhibitory inputs to a given LN modulate itsLaurent, 1996. Complex slow temporal patterns of PN
activity, which affects the firing rate and spike timing ofactivity (sequences of depolarizing and hyperpolarizing
its postsynaptic PNs. These results are consistent withepochs, each lasting a few hundred milliseconds), how-
earlier models of competition among olfactory glomeruliever, were found to be resistant to PCT application,
caused by lateral inhibition (Linster et al., 1994; Kersz-indicating that at least two forms of inhibition are present
berg and Masson, 1995).in the antennal lobe (MacLeod and Laurent, 1996; Mac-

Our model of information coding does not rely explic-Leod et al., 1998). We explored here the hypothesis that
itly on spike phase in contrast to other models in whichslow inhibitory receptors—yet unidentified, but indi-
information is coded by relative time delays betweencated by analysis of intracellular recordings (MacLeod
spikes arriving from different neurons (Hopfield, 1995).and Laurent, 1996)—can underlie this slow patterning.
Our model proposes that downstream neurons detectWe used an existing model of GABAB receptor kinetics
the presence of synchrony among spikes across PNs.(Dutar and Nicoll, 1988; Destexhe et al., 1996) to de-
This synchrony could, for example, be utilized by “coin-scribe slow inhibition in the antennal lobe. We modified
cidence detector” mechanisms in the locust mushroomsome of this model’s parameters so as to cause signifi-
body (Laurent and Naraghi, 1994). This hypothesis iscant receptor activation after only 2–3 rather than 5–6
supported by results showing a loss of information inpresynaptic spikes, as required in models of the thala-
spike trains evoked by different odors in locust b-lobemus (Destexhe et al., 1996). This modification was re-
neurons after PN synchrony is abolished by applicationquired given the low peak frequency of LN output
of PCT within the antennal lobe (MacLeod et al., 1998).(20–30 Hz).

Slow versus Fast InhibitionSlow Inhibition and PN Firing Patterns
Blocking fast inhibition in our model mimicked experi-As previously reported, stimulus-dependent temporal
mental results obtained with PCT application. In thevariations of activity in the LN population can produce
absence of fast inhibition, the field potential containedthe fine (cycle-by-cycle) structure of transient PN syn-
no oscillatory power but contained some DC componentchronization (Bazhenov et al., 2001). Reducing the num-
right after stimulus onset. The absence of oscillatoryber of LN spikes during a given oscillation cycle reduces
power was not the result of the neurons’ silence, butsynchrony in postsynaptic PNs and, thus, oscillatory
rather of PN desynchronization. Analysis of individualpower in the field potential. By contrast, when the num-
PN spike trains, however, showed that the large-scaleber of activated LNs exceeds a certain value, the PN
temporal structure remained intact after PCT applica-postsynaptic to these LNs fires a spike that is synchro-
tion, as observed experimentally (Stopfer et al., 1997;nized with the population response. Thus, temporal vari-
MacLeod et al., 1998). When the slow inhibitory conduc-ations in the distribution of activated LNs can create a
tance was progressively reduced in our model, PN re-corresponding temporal variation in the structure of the
sponses changed markedly. In a network with intactglobal PN output. These variations are mainly controlled
fast inhibition, reducing slow inhibition eliminated slow

by inter-LN inhibition and LN spike adaptation (Bazhe-
temporal patterns while preserving spike synchroniza-

nov et al., 2001).
tion. The oscillatory power of the field potential in-

We now show that slow inhibition with decay time creased as more PNs contributed to the population re-
constants of a few hundred milliseconds can further sponse at each oscillation cycle. In a network where
organize PN output by creating realistic slow temporal fast inhibition was blocked, reducing slow inhibition
patterns (alternating active and inactive epochs) within transformed PN responses to high-frequency firing that
PN spike trains, while preserving the fine structure of could persist even beyond stimulus offset. This shows
spike synchronization. When slow inhibition was re- that the slow inhibition used in our model is necessary
duced or eliminated, this slow, large-scale temporal and sufficient not only to obtain realistic slow temporal
structure was abolished; PNs either fired at each cycle structures but also to explain the results of in vivo experi-
of the network oscillations for as long as a stimulus was ments, obtained under PCT application (MacLeod and
present (and some time after stimulus termination) or Laurent, 1996; MacLeod et al., 1998).
were silent but displayed subthreshold oscillations. Furthermore, the waveform of the field potential in the
Analysis of the fine temporal structure of PN spike trains disinhibited model (large onset peak but no oscillation)
in the intact network model shows that PNs, at each matched those recorded in physiological experiments
cycle of stimulus-evoked oscillatory activity, could (1) with novel stimulus applications, i.e., under conditions
produce a spike that was synchronized with the network; where oscillatory synchronization had not yet been es-
(2) produce a spike that was not synchronized; or (3) tablished by repeated stimulation (see below; Stopfer
just skip the cycle and produce no spike. This structure, and Laurent, 1999). This result suggests that the initial
comprising both fast and slow modulations of PN spike absence of oscillatory responses to novel odors may
output, was stimulus and PN specific, as observed ex- be due to initially weak inhibitory synapses between
perimentally. Note that the identities of active neurons LNs and PNs. Facilitation of fast GABAergic synapses
(the “spatial” code) contribute to this coding scheme: between LNs and PNs during repetitive stimulus presen-
some olfactory neurons never spike in response to a tations might thus be sufficient to explain the progres-
given stimulus while others do. However, the set of re- sive refinement of ensemble representations of odors
sponding neurons is not fixed but evolves over time in over repeated stimulation (Stopfer and Laurent, 1999).

This prediction can now be tested experimentally.a stimulus-dependent manner. This dynamic depends
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Slow Inhibition and Stimulus Discrimination Short-Term Plasticity
It was shown recently that, during initial stimulation withSlow inhibition provides an important means to discrimi-
novel odors, the fine temporal structure is absent fromnate odors. In the locust antennal lobe, information car-
PN spike trains; this structure emerges only after re-ried by about 90,000 afferent axons is compressed to
peated or prolonged stimulation (Stopfer and Laurent,about 800 output fibers (PNs) (Laurent, 1996). This com-
1999). Results from our model suggest progressivepression involves the transformation of odor codes from
strengthening of initially weak GABAA synapses betweenan identity to an identity-temporal reference frame. It
LNs and PNs may cause this effect. In disinhibited net-appears that both fast and slow features of PN spike
works, individual neurons fire at higher rates, leadingpatterns play a role in odor coding (MacLeod and
to strong activation of slow inhibitory receptors, thusLaurent, 1996; Stopfer et al., 1997). In zebrafish, the
increasing their effectiveness in organizing slow tempo-slow temporal patterning in mitral cells (the functional
ral patterns. This patterning appears critical for prelimi-analogs in the olfactory bulb of antennal lobe PNs) ap-
nary identification of a novel odor (Stopfer and Laurent,pears to play a major role in the decorrelation of odor
1999) and weak, fast inhibition may be critical for raisingrepresentations, a process that helps reduce overlap
the sensitivity of the naive system in conditions wherebetween similar representations over the duration of
no prediction can be made about forthcoming stimuli.single stimuli (Friedrich and Laurent, 2001). Our model
Once a given odor has been detected (and thus coarselypredicts that similar decorrelation can be found in the
encoded), modifying the intrinsic and synaptic proper-locust antennal lobe. This model shows that during stim-
ties of the antennal lobe neurons during subsequentulation with spatially overlapping stimuli, the initial clus-
presentations of the same odor via an increase in fastters of activated PNs disappeared; representations that
GABAergic inhibition (Bazhenov et al., unpublishedwere initially similar became decorrelated, thus increas-
data), leads to the appearance of the coordinated fineing stimuli separation (Figure 7A).
temporal structures in PN ensembles that is essentialWe tested our model antennal lobe network’s ability
for precise odor identification (Stopfer et al., 1997). Thisto discriminate between stimuli. Blocking only fast inhi-
phenomenon may also contribute to the identification ofbition did not affect the discriminability of single PN
odors at low concentrations that may produce relativelyspike trains evoked by different odors (Figure 7B). This
weak responses in the antennal lobe network. Our model

result is in agreement with experimental data obtained
now enables us to test these ideas and investigate the

in vivo (MacLeod et al., 1998). We previously reported
mechanisms underlying fast “adaptation” in its most

a larger increase in the rate of misclassifications after
general form, in a sensory system during realistic stimu-

partially blocking fast GABAergic connections in a lation conditions. Long-term synaptic plasticity in the
model where the effect of the slow inhibitory receptors olfactory network may further reorganize spatiotempo-
was essentially absent (Bazhenov et al., 2001). Surpris- ral patterns of activity. A model of olfactory memory
ingly, eliminating slow inhibition while keeping fast inhib- based on altering lateral inhibition in the honeybee’s
itory connections intact did not affect the network’s antennal lobe has been proposed (Linster and Masson,
ability to discriminate among stimuli. The fine temporal 1996). Further experiments are needed to establish con-
structure (alternation of epochs with or without precise ditions for long-term synaptic modifications in the an-
synchronization between PN spikes and field potential tennal lobe.
oscillations) was sufficient to separate even responses
evoked by spatially overlapping stimuli. Our results sug- Experimental Procedures

gest that fast and slow inhibition in the antennal lobe
Each PN and LN was modeled by a single compartment that in-constitute complementary mechanisms for stimulus en-
cluded voltage- and Ca21-dependent currents described by Hodg-coding and discrimination. Thus, the existence of stimu- kin-Huxley kinetics (Hodgkin and Huxley, 1952):

lus-specific information across a wide range of time-
scales enables a decoder to categorize and identify Cm

dV
dt

5 2gL(V 2 EL) 2 Iint 2 Isyn, (1)
odors appropriately, even in the absence of some nor-
mal response features. where V is the membrane potential, Cm is the membrane capaci-

Our model of olfactory sensory processing is sensitive tance, gL is the leakage conductance, EL is the leak reversal potential,
Iint is a sum of active intrinsic currents (Iint

j ) and Isyn is a sum of synapticto small differences between stimuli even when these
currents (Isyn

j ).stimuli evoke activity in significantly overlapping ensem-
bles of neurons. This sensitivity does not necessarily

Intrinsic Currents
reduce the robustness of stimulus representations to For the LNs we included a transient Ca21 current IN (Laurent et al.,
noise or input fluctuations. Olfactory stimuli provide a 1993), a calcium-dependent potassium current IK(Ca) (Sloper and Powell,

1978), a fast potassium current IK (Traub and Miles, 1991), and aprolonged input to the sets of antennal lobe neurons.
potassium leak current IKL. For the PNs we included a fast sodiumThus, we speculate that a stimulus does not simply set
current INa (Traub and Miles, 1991), a fast potassium current IK (Traubthe initial state of a fixed dynamical system, but instead
and Miles, 1991), a transient potassium A current IA (Huguenard et al.,

that each stimulus creates a new and unique dynamical 1991), and a potassium leak current IKL.
system (Laurent et al., 2001). This dynamical system has The expressions for voltage- and Ca21-dependent transition rates
a stimulus-specific global attractor that determines its for all currents are given in Bazhenov et al. (2001).

spatiotemporal response pattern or trajectory. Internal
Synaptic Currentsnoise and input current fluctuations can in fact be useful
All synaptic currents were calculated according toas they help the dynamical system find the global at-

tractor. Isyn 5 gsyn [O](t)(V 2 Esyn), (2)
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where gsyn is the peak conductance, Esyn is the synaptic reversal 5%–10% of its peak amplitude. Setting correlations among some
of the otherwise independent Poisson-distributed spike trains re-potential, and [O](t ) is the fraction of open channels. The reversal

potentials were EnACh 5 0 mV for cholinergic synapses, EGABA 5 270 sulted in little or no change in response patterns. The local field
potential was calculated by averaging membrane potentials overmV for fast GABAergic synapses, and EK 5 295 mV for slow inhibi-

tory synapses. the whole population of 90 PNs.
Fast GABA and nicotinic cholinergic synaptic currents were mod-

eled by first-order activation schemes (see review in Destexhe et Computational Experimental Procedures
al., 1994): All simulations were performed using a fourth-order Runge-Kutta

[RK(4)] integration method and in some cases an embedded Runge-
Kutta [RK6(5)] method (Enright et al., 1995). The time step was 0.04d[O]

dt
5 a(1 2 [O])[T ] 2 b[O]. (3)

ms. Source C11 code was compiled on an Intel PC using GCC
compiler (ver. 2.7.2.1). A simulation of 1 s of real time took aboutThe release of transmitter [T ] for cholinergic synapses was modeled
15 min.by a square pulse [T ](t) 5 Au(t0 1 tmax 2 t)u(t 2 t0) with duration tmax 5

0.3 ms and amplitude A 5 0.5 triggered when the presynaptic voltage
Cluster Analysiscrosses 0 mV. For GABAergic (nonspiking) synapses we used a
Spike trains with duration T were divided into nonoverlapping binsmodel with gradient activation [T ](t ) 5 1/(1 1 exp(2(V(t ) 2 V0)/ s)),
of duration t and the number of spikes in each bin was counted.with V0 5 220 mV and s 5 1.5. The rate constants for all kinetic
Each trial was then represented by a vector in n 5 T/t dimensionalequations are given in Bazhenov et al. (2001).
vector space. Repeated presentations of the same stimulus pro-Slow inhibitory receptors were introduced to investigate the
duced a set of points in this space and the centroid of this set wasslower (hundreds of milliseconds) temporal structure of PN activity.
calculated. Two different stimuli were used to produce differentIn our previous simulations, we introduced slow hyperpolarizing
clusters each defining a centroid. The Euclidean distances fromsynaptic currents to prevent unrealistic overexcitation when fast
each trial to the two centroids were then calculated and plottedGABAergic synapses were blocked (Bazhenov et al., 2001). Here,
against each other, as in MacLeod et al. (1998). Bins between 50we both increased the peak conductance of the slow inhibition
ms and 200 ms were tested to ensure the results were not dependentand modified its kinetic parameters, to ensure its activation during
on the bin size.stimulus-evoked oscillations in the intact network.

Slow inhibitory receptors were modeled by a higher-order reaction
Electrophysiologyscheme with kinetics similar to the model introduced for thalamocor-
Young adult locusts (Schistocerca americana) were immobilizedtical GABAB receptors (Dutar and Nicoll, 1988; Destexhe et al., 1996;
with one antenna intact. The brain was exposed, desheathed, andBazhenov et al., 1998):
continually superfused with oxygenated locust saline, as previously
described (Laurent and Davidowitz, 1994).

Islow-inh 5 gslow-inh
[G]4

[G]4 1 K
(V 2 EK), Odor Stimulation

Odorants, 2–3 microliters of cherry (Bell Flavors) and spearmint
(Flavco), were applied to small strips of filter paper and kept ind[G]

dt
5 r3[R] 2 r4[G],

d[R]
dt

5 r1(1 2 [R])[T ] 2 r2[R]
separate cartridges. Desiccated and filtered air puffs (0.3 liter min21)
were delivered through the cartridges and then to the antenna by

[T ] 5 Au(t0 1 tmax 2 t)u(t 2 t0), (4) separate pipettes (1 cm inner diameter). Pipettes were placed 2–3
cm in front of the antenna. A 10 cm diameter vacuum funnel placedwhere [R](t ) is the fraction of activated receptors, [G](t ) is the con-
5 cm behind the antenna constantly drew background air over thecentration of receptor-coupled G proteins, EK 5 295 mV is the
antenna and rapidly vented the odors.potassium reversal potential, A 5 0.5, tmax 5 0.3 ms. The rate con-
Recordingsstants were r1 5 1 mM21ms21, r2 5 0.0025 ms21, r3 5 0.1 ms21, r4 5
Intracellular recordings from projection neurons were made using0.06 ms21, and K 5 100 mM4.
sharp glass micropipettes (200 MV, Sutter P87 horizontal puller,Peak synaptic conductances were gGABAA

5 0.4 mS between LNs;
Novato, CA) filled with 0.5 M potassium acetate and amplified with

gGABAA
5 0.8 mS between LNs and PNs; gslow-inh 5 0.8 mS between

DC amplifiers (Axon Instruments, Foster City, CA). Data were stored
LNs and PNs; gnACh 5 0.3 mS between PNs and LNs; gnACh 5 0.35

on digital audiotape (DAT 8 channel, 5 kHz sampling/channel, Micro
mS between PNs.

Data, Woodhaven, NY) and analyzed off-line using NBM116L hard-
Figure 2B shows a computed fast GABAA IPSP alone (dashed

ware, LabVIEW (National Instruments, Austin, TX) and MatLab (The
line), and the sum of GABAA and slow GABA IPSPs (solid line) upon

MathWorks) software.
receiving 1, 2, or 3 presynaptic Ca21 spikes. After 2 spikes the slow
component of the IPSP dominated when compared to the effect
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